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#### Abstract

The advantages of the Monte Carlo method for estimating the uncertainty of measurement of the amplitude parameters of the primary profile determined during the measurements of the surface texture are presented. KEYWORDS: measurement uncertainty, Monte Carlo method, surface texture


Parameters describing the surface condition were introduced to allow comparison of the unevenness of different surfaces and to verify the fulfillment of specific requirements. With regard to the two-dimensional analysis, they are determined for various components of the inequality profile: the primary profile $(P)$, the waviness profile $(W)$ and the roughness profile $(R)$.

The uncertainty is an indispensable element of the measurement result, which allows for adjudication of compliance with the specification or for confirming scientific hypotheses.

The basic algorithms for estimating standard uncertainties and extended uncertainties for a given confidence level are based on the recommendations announced by the ISO International Organization for Standardization in the guide: Guide to the expression of uncertainty in measurement (GUM 1995-Polish translation of the guide issued by the Central Office of Measures in 1999) [1].

The guide allows uncertainty estimation using methods $A$ and B. In the method type A the measurement uncertainty is determined based on statistical analysis of a series of repeat observations, if the spread of measured values is greater than the resolution of the measuring instrument. It is assumed that the observation results represent the values

[^0]of the random variable. To determine the uncertainty component by the type A method, results from measurements performed under repeatability conditions are needed. The B method is used in all other cases where it is not possible or the statistical analysis of the observation results is not justified.

Supplement 1 to the "Guide to the expression of uncertainty in measurement": JCGM 101: 2008 contains the necessary information on estimating uncertainty of measurement using the Monte Carlo (MC) method, based on propagation of input quantities [2]. The principle applies when the measurement model contains any number of input
quantities and a single output quantity, understood as the measured quantity. The Monte Carlo method is an alternative to the classical way of calculating the uncertainty of measurement resulting from the law of its propagation, especially when the linearization of the measurement model is unjustified and the distribution related to the initial size is asymmetrical.

The Monte Carlo method is based on the principle of propagation of probability distributions realized through a developed mathematical model of measurement using Monte Carlo simulation. The measure of the measurement result is the probability distribution related to the output quantity, determined on the basis of the distributions of the input quantities. The measurement result is presented in the form of the parameters of this distribution: expected value, standard deviation and distribution quantiles for a given probability, as the limits of the extension interval. The measured quantity is characterized by the probability density function. Its expected value is treated as the best estimate of the measured value, and the standard deviation - as the standard uncertainty associated with this estimate. This method can be used when, due to the complexity of the measurement model [3-5], the conditions necessary to apply the law of propagation of uncertainty are not met.

The mathematical model of scalar input size measurement can be expressed by means of:

$$
Y=f(\boldsymbol{X})
$$

where: $Y$ - initial size; $\boldsymbol{X}$ - input quantity represented by $N$ input quantities $\left(X_{1}, \ldots, X_{\mathrm{N}}\right) T$.

Each of the input quantities $X_{i}$ is a random variable with possible values of $\xi_{i}$ and the expected value of $x_{i}$. The output $Y$ is a random variable with possible values of $\eta$ and the expected value of $y$.

Fig. 1 presents the essence of uncertainty estimation according to GUM, based on the principle of propagation of uncertainty, and in fig. 2 - using MC simulation, based on the principle of propagation of distributions.


Fig.1. Essence of estimating uncertainty according to GUM


Fig. 2. Essence of estimating uncertainty according to MC

## Analyzed profile

In order to present the possibilities of using the MC method to estimate the uncertainty of profile parameters measurement, a random primary profile consisting of 2000 points was used (fig. 3).


Fig. 3. Measured primary profile
The Monte Carlo method uses the following steps:

- determining the input quantities, on which the output value of the measurement depends
- defining the output size,
- development of a mathematical model defining the relationship between the input quantities and the output size of the measurement,
- assumption of probability distributions for input quantities,
- determination of the probability density function of the output quantity by the adopted mathematical model, based on the distributions of the input quantities using Monte Carlo simulation,
- determination on the basis of the output value distribution: the expected value, which is the estimate of the initial value, the standard deviation as the standard uncertainty associated with this estimate and the distribution quantiles for a given probability.

The input quantities in the adopted measurement model are the coordinates $z$ of the original profile shown. The output value is the value of a specific amplitude parameter.

The following parameters of the primary profile were analyzed:

- height of the highest elevation of the profile $P_{\mathrm{p}}$ according to the formula:

$$
P p=\max \left\{z_{1}, \ldots, z_{n}\right\}
$$

- depth of the lowest $P_{\mathrm{v}}$ profile recess according to the formula:

$$
P v=\left|\min \left\{z_{1}, \ldots, z_{n}\right\}\right|
$$

- arithmetic mean of the ordinates of the $P_{a}$ profile, determined from the formula:

$$
P a=\frac{1}{n} \sum_{i=1}^{n}\left|\mathrm{z}_{\mathrm{i}}\right|
$$

- the root mean square of the profile $P_{\mathrm{q}}$, determined from the formula:

$$
P q=\sqrt{\frac{1}{n} \sum_{i=1}^{n} \mathrm{z}_{\mathrm{i}}^{2}}
$$

- $P_{\text {sk }}$ asymmetry coefficient determined from the formula:

$$
\operatorname{Psk}=\frac{1}{(P q)^{3}} \cdot \frac{1}{n} \sum_{i=1}^{n} \mathrm{z}_{\mathrm{i}}^{3}
$$

- the slope ratio of the $P_{\mathrm{ku}}$ profile determined from the formula:

$$
P k u=\frac{1}{(P q)^{4}} \cdot \frac{1}{n} \sum_{i=1}^{n} \mathrm{z}_{\mathrm{i}}^{4}
$$

where: $n$ - number of points, $z$ - ordinates of the $i$-th point.
Each of the presented dependencies, defining the profile parameter, is also a mathematical model describing the relations between the input quantities and the output size of the measurement.

The result of measurement of individual coordinates of the profile is burdened with errors resulting from [6, 7]:

- measuring noise, which consists of vibrations in the mechanical profile of the profilometer and vibrations in the place of installation of the device, which were not suppressed by the instrument's vibration isolation system,
- linearity error of the instrument's measuring sensor,
- error in the straightness of the reference profile reference profile,
- elastic deformation of the material of the measured element under the effect of the imaging blade,
- sampling error in the $X$ axis,
- the effect of mechanical inequalities filtering through the top of the imaging blade,
- errors related to measuring tip kinematics, consisting in the possibility of contact loss of the cutting edge with the measured surface.

In order to investigate the impact of the assumed probability distribution of input quantities on the function of the probability density of the output size for individual profile parameters, two types of probability distributions were assumed for the input quantities:

- uniform distribution (rectangular) with an expected value equal to the $z$-coordinate of the $i$-th point and a range of variability of $\pm 0.03 \mu \mathrm{~m}$,
- Gaussian normal distribution with an expected value equal to the $z$-coordinate of the $i$-th point and a standard deviation of $0.01 \mu \mathrm{~m}$.

The assumed parameters of both probability distributions provide the same range of variations in input quantities.

For these cases, a Monte Carlo simulation was carried out by performing 1000 times the sampling of a set of input quantities.

## Analysis of results

The specification of the values of the profile parameters, calculated on the basis of its measured coordinates and the MC simulation for the distribution of normal and uniform probability density function of the input quantities, is given in tab. I.

TABLE I. Values of profile parameters

| Method of <br> determination | $P q$ <br> $\mu \mathrm{~m}$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $P p$ <br> $\mu \mathrm{~m}$ | PV <br> $\mu \mathrm{m}$ | Pku | Psk | $P a$ <br> $\mu \mathrm{~m}$ |  |
| Calculated <br> from the <br> profile | 0,1903 | 0,685 | 0,458 | 3,298 | 0,514 | 0,1497 |
| MC simulation <br> (normal <br> distribution) | 0,1906 | 0,689 | 0,464 | 3,296 | 0,512 | 0,1499 |
| MC simulation <br> (rectangular <br> distribution) | 0,1911 | 0,696 | 0,472 | 3,292 | 0,508 | 0,1503 |

Tab. II presents the uncertainty estimated for the assumed distributions of the density function of the input quantities estimated by the MC method.

## TABLE II. Uncertainty of measuring profile parameters

| Method of <br> determination | Measurement uncertainty |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $P q$ <br> $n m$ | $P p$ <br> $n m$ | $P v$ <br> $n m$ | $P k u$ | $P s k$ | $P a$ <br> $n m$ |
| MC simulation <br> (normal <br> distribution) | 0,4 | 15 | 15 | 0,03 | 0,01 | 0,4 |
| MC simulation <br> (rectangular <br> distribution) | 0,4 | 11 | 11 | 0,04 | 0,02 | 0,4 |

Examples of probability density functions for output quantities $P_{\mathrm{q}}$ and $P_{\mathrm{p}}$ obtained for both assumed probability distributions of input quantities are shown in fig. 4 and fig. 5.


Fig. 4. Functions of probability density of $P_{\mathrm{q}}$ parameter: a) for uniform distribution of input quantities, b) for distribution of normal input quantities


Fig. 5. Functions of probability density of parameter $P_{\mathrm{p}}$ : a) for uniform distribution of input quantities, b) for distribution of normal input values

## Conclusions

The use of the Monte Carlo method allows to avoid complicated calculations of partial derivatives. In addition, the method makes it possible to specify the estimate of the initial value for non-linear measurement equations and the standard uncertainty associated with this estimate. It is possible to determine the range of coverage, corresponding to a given confidence level, when the density function of the output size cannot be approximated by the Gaussian or Student $t$-distribution - which takes place with the dominant component of the non-Gaussian distribution or non-linear measurement model.

For the assumed rectangular probability distribution of the input quantities, the probability density functions of the output quantities have the character of a normal distribution, with the exception of the distribution for the $P_{\mathrm{p}}$ and $P_{\mathrm{v}}$ parameters.
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